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After our break in the semester, it was nice to get back to something familiar in the machine learning dataset. The fact that this was familiar to me gave me appreciation and calmed any nerves I had about the class. I enjoyed the support vector machine lectures and was excited to put it in action

First, I loaded in the data. I then made sure the data was understood correctly. Next, I gained greater understanding of the data through various charts. I then cleared out NA’s and binned different groups of data. Then I developed my model. I still ran the data through former models but removed any output values that could change the results of the machine learning models. I ended up using the same models from module 5 in Machine Learning 1.

I then applied support vector machines to my data. I had to split my dataset, as the svm function could not handle that amount of training data we had. Upon splitting, I ran a few iterations of the svm function, including linear and radial. Linear was modeling more incorrectly then correctly, so I could not choose this. Radial on the other hand classified perfectly. I ended up selecting this one.

I think the radial model did a good job at classifying. Around 25% of my data set received a “1” which is what is predicted based off the test data set. I enjoyed working with the vector machines portion of this data problem.